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Introduction

Governments at all levels (federal, state, regional, county, city, tribal) spawn regulations.  Regulations define programs, grants, regulatory oversight and other authority over businesses and individuals.  

In support of the agency’s functions, regulations specify 2 types of data flows:

Extrinsic Data Mandates are the data that a specific agency demands from other members of the public or private sectors.  For instance, a Federal mandate imposed on state governments to supply data on the neighborhoods affected by a federal program would be an Extrinsic Data Mandate.

Intrinsic Data Mandates are the data that a specific agency demands of itself to assure that agency decisions reflect the reality of a specific neighborhood or industry, and are sensitive to the effects sought to be improved through the government program. 

In our country’s 225-year history of federalism, these Data Mandates grew up in stove-piped agencies and programmatic functions.  Transportation agencies required and used “transportation data.”  Environmental agencies turned to “environmental data.”  Health agencies relied on “health data.”  Industries respond with “industry data.”

As federal mandates devolved on local governments, showers of intergovernmental Data Mandates create systemic risks for administering our Jeffersonian Democracy, including:

1. ignorance of current local condition (i.e., when local governments self-certify compliance with Data Mandates, but in reality lack the information technology resources to supply the mandated data), 

2. inequality of local outcomes (i.e., when some local governments skilled at using information technology resources are succeeding in putting their community’s needs forth, but less skilled local governments are losing out in the race for federal and state programmatic support),

3. skewed federal decision-making (i.e., when the national level of Data Mandate compliance is not uniform, the federal understanding of local conditions in Washington and in regional field offices makes policy decision-making incomplete, untimely and imprecise as local conditions diverge from those reported), and

4. irresponsible access, use, storage and security of raw data (i.e., as agencies in the data “food chain” spawn and implement inconsistent privacy, freedom of information, First Amendment freedom of the press, commercialization and security policies for remarketing their data).

The ubiquitous nature of Data Mandates suggests that they are all seeking a base level of information about American towns, industries and other areas of interest.  Yet as a practical matter, one can only describe the geographic boundaries, the street network, the buildings and infrastructure, the people and the environmental quality of Manhattan or Boise so many ways, before it becomes repetitious. 

Issue 1:  What are Data Mandates? How should we use them to align Public, Private, and Intergovernmental Investments in Data?

It took 225 years of federalism to create these mandates as rational, real-world checks and balances on government.  But the mandates grew within stove-piped bureaucratic systems, and spawned programmatic budgets to satisfy themselves.  Now technology lets us satisfy the generic portion of these mandates using data warehouses that could be maintained by public-private initiatives like regional data consortia (see Issue 2 below).  

If enacted, the Regulatory Right-To-Know Act (HR 1074) pending before the Senate (S 59) might actually require this kind of analysis as part of a broad-based cost-benefit analysis of federal mandates, by requiring OMB to annually inventory the costs and benefits of regulatory mandates with a view to achieving greater efficiency. 

Why not get ahead of the curve? Data mandates may lead to developing metrics for the Digital Economy that they affect and fuel.  Data mandates can be explained in dollars and cents terms (as a function of the agency budgets that service and rely on them) or in social terms (the lost lives responding to natural disaster or emergency situations).  They also may explain programmatic information infrastructure initiatives that  are off-putting to technophobes on Capitol Hill.  Data mandates suggest the economic benefit of federal agency membership fees in regional data consortia (see Issue 2 below) in administering and gaining compliance with federal programs.

Issue 2:
How are Regional Data Consortia reducing the burden of Data Mandates on Federal Agencies & Non-Federal Sectors of the Economy?

Some percentage of these Data Mandates require spatial information about neighborhood environmental, transportation, healthcare, housing or other conditions.  In our Congressional testimony before the Subcommittee on Government Management Information & Technology (GMIT) on June 9th (http://www.house.gov/reform/gmit/hearings/testimony/990609bc.htm), Urban Logic put forward the case for using regional and industry/issue specific data consortia to pool information that would improve decision-making by agencies, communities trying to achieve sustainable growth and businesses trying to gauge the impact of their operations.  

These data consortia could be financed as infrastructure using bonds or other market mechanisms to minimize the federal funding currently spent through programmatic outlays for data and decision support that satisfy "Data Mandates" (see Issue 1 above). Beyond pooling and aligning investments through data pools, these data consortia would provide opportunities at the source for CIAO (Crucial Infrastructure Assurance Office of the President) and privacy advocates to incentivize rational standards for security and privacy in the local environments of available aggregated data supplies (see Issue 4 below).

Issue 3:
Based on a knowledge of Data Mandates, what Decision Support Tools could Promote Citizen Access in the Digital Democracy?

Urban Logic and OpenGIS Consortium have proposed building a spatially-enabled citizen’s toolkit for funding to The Markle Foundation.  Such projects would show the American people (including the media) what the power of modern technology solutions (such as OpenGIS’ interoperable web mapping tools) really means to empower an active citizenry.  

Issue 4:
How should the Federal Government participate in Financing, Bulk Procurement & Other Capabilities that help Align Data Investments into Shared Frameworks like the NSDI?

Urban Logic recently completed a study for the Federal Geographic Data Committee (FGDC) as to how to finance the National spatial Data Infrastructure (NSDI) using lessons for financing other information and physical infrastructure.  The report is now being reviewed by FGDC staff and should be public by the end of October.  

Some of the analysis in the finance report led us to put together a "strawman" proposal for a public-private partnership called "US Community Technology Partners."  The PPP would add and organize 5 core capacities that currently represent challenges that each individual community tries to tackle alone in deploying spatial and IT resources in accordance with the federal framing visions like the NSDI:  

a) Internet Portal/Web-enabled access to information, 

b) Capital Planning & Financing more appropirate to infrastructure investments to reduce dependence on politically unpredictable annual operating budget cycles (the 1998 NAPA:  National Academy of Public Administration GIS Study found that as much as 90% of spatial data comes from non-federal public and private sources, with only 10% from federal sources),

c) Bulk Procurement mechanisms for data and decision-support tool building (not just hardware and software) to protect communities against mis-specified projects or projects whose specifications lag current technology efficiencies

d) Systems Quality & Security Criteria that paint a floor for rational design and use of open standards-based technology in light of freedom of information, privacy, security, data liability and other factors that affect the ability of private data sources (like utilities) to pool their data or used pooled data.  This would grow rational underwriting and investment criteria from efforts like FGDC's metadata standards and OpenGIS' interoperability standards to make those criteria a greater part of IT investment and procurement decisions.

e) Legal Strategies for community data consortia that ensure proactive structural and contractual protections are debated and built in to recognize public access, copyright, licensing, privacy, security, data liability and other issues stemming from responsible use of shared data supplies.

A 6th capacity - technology transfer from military, intelligence or federal civilian agencies - might be added to the PPP to provide outreach capabilities to local partners for technology initiatives like Senator Kerry's Imagery for Citizens project with NIMA and EarthInfo.

These 6 capacities would help communities and industry develop strategies for transitional arrangements (like regional data consortia) that reduce the burden of multiple Data Mandates.

Developing New Strategies for Pooled Investments in Information Resources that Support Data Mandates

Consideration of the 4 Issues framed here should lead to changing the paradigm from “We need data for a new application, so let’s build the database from scratch” to “We need data for a new application, let’s get the basic data from the data consortia and add the incremental data we need to focus analysis on our core concerns.”  This change requires bridging many institutions and sectors of the Digital Economy.  

Consideration of the 4 Issues framed here should suggest federal catalysts for partnerships and financial and organizational arrangements transcending all sectors (public, private, intergovernmental, academic, nonprofit and tribal), thereby improving data mandate compliance, relevance and decision-making in all sectors.
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